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Belle II Detector Upgrade 
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7.4 m 

Time-of-Flight, Aerogel 
Cherenkov Counter → 
Time-of-Propagation counter 
(barrel),   
prox. focusing Aerogel RICH 
(forward) 

RPC m & KL counter:  
scintillator + Si-PM  
for end-caps 

5.0 m 

CsI(Tl) EM calorimeter:  
waveform sampling  
electronics, pure CsI  
for end-caps 

4 layers DS Si Vertex  
Detector →  
2 layers PXD (DEPFET),  
4 layers DSSD  

Central Drift Chamber:  
smaller cell size,  
long lever arm 



Requirements for the  Belle II detector 

- low p µ identification   σµµ recon. eff. 
- hermeticity   ν “reconstruction” 

- radiation damage and occupancy 
- fake hits and pile-up noise in the EM 
Calorimeter 

- higher rate trigger, DAQ and 
computing 

Critical issues at L= 8 x 1035/cm2/sec 

 Higher background ( ×10-20) 

  

 
 

 Higher event rate ( ×10) 
 

 

 

 Special features required 

Result:  3 improvements: 
1. Pipelined readout 
2. Pixel vertex detector/extend SVD 
3. Improved Particle ID 
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Particle ID:  Why? 
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Particle ID:  How? 
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1. Apply 1.5T B-field 
2. Measure 

ionization many 
times, 130um 
resolution 

3. Determine 
momentum (p) 

 
F = Bqv 

1 observable (rad of curvature, 2 unknowns) 
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Particle ID observables 

π, K, p 

Tflight 

Radiator 

E2 = p2 + m2 

Or trap inside, measure at end 



Particle ID at the B Factories 
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2.6m 

1.2m 

e- 

8.0GeV 
e+ 

3.5GeV 

Barrel PID Aerogel RICH 

- PID (π/Κ) detectors 
- Inside current calorimeter 
- Use less material and allow more tracking volume 
 Available geometry defines form factor 

-  

Upgraded detector 
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Particle ID Techniques 
• BaBar DIRC is the starting place 

Jerry Va’vra 
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2.6m 

1.2m 

e- 

8.0GeV 
e+ 

3.5GeV 

Barrel PID Aerogel RICH 

- Enhanced Time of Flight? 
- Quartz radiator (or similar) for prompt photons 
- MPPCs to measure timing locally 
- ~100ps/sqrt(50 photons) ~ 20ps 

An Aside/Exercise: why not? 



Time-of-Propagation (TOP) Counter 

• Work at bar end, measure x,t, not y  compact! 

(ns) 

(c
m

) 

90±, 2GeV 
Red - Pion 
Blue - Kaon 
(Peaks offset 
by ~200 ps) 
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NIM A595 (2008) 96-99.  NIM A494 (2002) 430-435.  
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Chromatic dispersion 

• Due to wavelength spread of 
detected photons 

•   propagation time dispersion 
 

• Longer propagation length 
 Improves ring image difference 
 But, decreases time resolution. 

Light propagation 
velocity inside 
quartz 

Variation of propagation velocity 
depending on the wavelength of 
Cherenkov photons 
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Focusing TOP 

1850mm 

Virtual readout screen 
  22mm x 5mm matrix 

Focusing 
mirror 

∆θc~ few mrad  

• Use λ dependence of Cherenkov angle to 
correct chromaticity 
– Angle information  y position 
– Reconstruct Ring image from 3D information 

(time, x and y). 

� ∆θc~ few mrad over sensitive λ range  
•  ∆y~20mm (~quartz thickness) 

– We can measure λ dependence and obtain good 
separation even with narrow mirror and readout 
plane, because of long propagation length. 
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Issues with Belle II PID options 
• Basic TOP 

– Performance marginal at best 

– Not robust against multiple particle hits  

• Focusing TOP  
– Acceptance gap 
– Complicated image reconstruction 

• (Fast Focusing-)DIRC 
– Works very well 
– Just doesn’t fit! 

• Some alternative? 



15 Use wide bars like proposed 
TOP counter 

Concept: Use best of both TOP 
(timing) and DIRC  while fit in 
Belle PID envelope 

• Use new, high-performance MCP-
PMTs for sub-50ps single p.e. TTS 
• Use simultaneous T, θc [measured-
predicted] for maximum K/π separation 
• Optimize pixel size 

BaBar DIRC 

imaging TOP (iTOP) 
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NIM A623 (2010) 297-299.  



Quartz Cherenkov Device Landscape 

Compactness 

Pe
rf

or
m

an
ce

 

Mostly 
imaging Mostly 

timing 

TOP 

Focusing 
TOP 

BaBar 
DIRC 

•Large (~1m) 
expansion 
•Mainly x,y 
•Very coarse t 

Fast Focusing 
DIRC 

•Some expansion     
(~0.5 m) 
•Focus to correct for  
finite bar thickness. 
•Mainly x,y 
•Order ~100 ps δt make 
chromatic corrections 

•No expansion 
•Only x,t 
•No focusing  
chromatic degradation 

•No expansion 
•Mainly x,t 
•Focusing & coarse y to 
correct chromatic effects 
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(Come up 
with some 
icon) 

More sensitive 
to tracking 
uncertainties 

More sensitive 
to t0 
uncertainties 

Imaging 
TOP 

•Small expansion (~.1 m) 
•Mainly x,t 
•Focusing, coarse y to 
correct chromatic effects 



Barrel PID: imaging 
Time of propagation (iTOP) counter 

 

Time distribution of signals 
recorded by one of the PMT 
channels: different for π and K 
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• Cherenkov ring imaging with     
precise time measurement. 

• Reconstruct angle from two 
coordinates and the time of 
propagation of the photon 
– Quartz radiator (~2cm)  

 



MC and beam test data 
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Beam Test Data 
These are cumulative distributions 

• Space-time correlations 



Actual PID is event-by-event 
• Test most probable distribution 
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3 Key Elements 
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σ ~ 38.37 

SL-10 Micro-channel Plate 
Photomultiplier tube  

Single p.e. 
resolution 



More about the Optical components 

• Optical components 
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Quartz Optics (gluing) 
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Quartz Optics (assembly) 
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Quartz Bar Box (QBB) 



iTOP Readout “boardstack”  
(1 of 4 per TOP Module) 

Carrier (x4) 

SCROD 

HV 

Front (x2) 
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TOP Readout 

8k channels 
1k 8-ch. ASICs     

64 “board stacks” 
 

64 DAQ fiber  
transceivers 

64 HSLB fiber link 
receiver cards 

Clock, trigger, 
programming 
module 
(FTSW) 

Waveform 
sampling ASIC  

Low-jitter 
clock 

64 SRM 

2x Univ. 
Trigger 

modules 
(UT3) 

8 
FTSW 
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16 COPPER 
Data Cards 
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Readout Performance Metrics 

Single 
photon 
timing 

< 100 ps 

Event 
Time 
zero 

Trigger 
time 
(single 
photon) Pulser 

testing 

< 50 ps 

< 10 ns 
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MCP-PMTs 
• Excellent TTS (core < 50ps) 
• Good Quantum Effic (below) 
• Fine segmentation (16x anodes) 
• Works in 1.5T field 
• Case at HV and is magnetic 

• 24% QE acceptance 
threshold 
• 32 PMTs/iTOP 
module: 512 total for 
TOP subdetector 
• Conventional tubes 
don’t have Atomic 
Layer Deposition (ALD) 
• ~44% will need to be 
exchanged ~ 20 ab-1 
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PMT Module Assembly 
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Known Issues 
• Conventional MCP PMTs 

– Knew from day 1 would need to replace  complicated 
“access hatch” imposed on the PMT support and 
electronics designs 

– Operate PMTs at very low gains (as low as possible) 

• Data taking 
– Firmware for Region Of Interest (ROI) and Feature 

Extraction (FE) has lagged 
– Communications and data integrity problems 

• Event-by-event β determination 
– Need precise tracking 
– Exercise over full volume 



Gain and Efficiency (JT0806, Ch. 3) 
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Summary 
• I did want to leave some time for questions 
 

• Mass production, test, installation 
 A year ago many deeply skeptical TOP could be completed 
and installed on time 
 Not as much production testing as would like  move on 
to working with real data from installed modules 
 Issue with PMTs moving is good example of why it is 
important to install/operate, as new issues will certainly arise 
 

• Going forward 
 A lot of work to do to align and calibrate the TOP! 
 Next push on Firmware and Software development 
 Basic BASF2 reconstruction SW in place 
 Actually getting calibrations generated, applied is 
something all can contribute toward 
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Back-up slides 
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3-D Detector Concept (Blair Ratcliff) 
Precisely measured detector pixel coordinates and beam parameters. 
→ Pixel with hit (xdet, ydet, thit) defines 3D propagation vector in bar  
     and Cherenkov photon properties (assuming average λ) 
     αx, αy, cos α, cos β, cos γ, Lpath, nbounces, θc, fc , tpropagation 

f(x.y.[t-z]) 

Always doing some type of focusing 

NIM A595 (2008) 1-7.  
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Fast Focusing DIRC Concept 

NIM A553 (2005) 96-106.  



Barrel PID: Time of Propagation Counter (TOP) Today: Particle Identification (PID) 

Quartz radiator 
Focusing mirror 

Small expansion block 
Hamamatsu MCP-PMT (measure t, x and y) 
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iTOP Readout 

Backup material 



Detector Readout in the “giga” era 
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1. Gigasample/s 
“digital oscilloscope 

on a chip”  

Physical 

Measurement 

2. 100’s of Gigaflops per 
Field-Programmable 

Gate Array 

3. Inexpensive Giga-bit/s 
fiber link interconnect; 

Giga-bit ethernet 

4. Commodity Servers 
running at Giga-Hz rates, 

1000’s of Gigaflops 

• ASIC defines limit of the physical measurement 



Underlying Technology 
• Track and Hold (T/H) 

 

• Pipelined storage = array of T/H 
elements, with output buffering 

2 v V1=V 
Q=Cs.V
1 

N capacitors Write Bus 

Return Bus 

1 

N caps 

Vout=A / (1+A) * Q/Cs 
=V1 * A/(1+A) 

3 

Bottom Read 
BUS 

4 

Top Read Bus 

Cs 

C 
Analog Input 

Sampled 
Data 

T/H 
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Switched Capacitor Array Sampling 

Input 

Channel 1 

Channel 2 Few 100ps delay 

• Write pointer is  ~few 
switches closed @ once  

20fF 

Tiny charge: 1mV ~ 100e- 
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Multi-stage transfer (single channel) 

• Storage:  64 x 512 (512 = 8 * 64) 
 

• Sampling:  128 (2x 64) 
separate transfer lanes 

 

Recording in one set 64, transferring other 
(“ping-pong”) 

• Wilkinson (in parallel 8 chan):  
64 conv/channel 

 

• Concurrent 
Writing/Reading 
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• Only 128 timing constants 
 



IRSX ASIC overview 
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SMT1:V

SMT64:V
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To make this actually work… 
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Common Readout: 
Embedded subdetectors 

• Operate within Belle-II Trigger/DAQ 
environment 

• >= 30kHz L1 
• Gbps fiber Tx/Rx 
• COPPER backend 
• Super-KEKB                                                             

clock/timing 
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SuperKEKB RF clock 



Belle II Common Readout: 
Giga-bit fiber links 

• Belle2link  
• Integrated into Belle II DAQ infrastructure 
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Performance Requirements (TOP) 
• Single photon timing for MCP-PMTs 

σ ~ 38.4ps 

σ <~ 10ps 
(ideal waveform 
sampling) 

NIM A602 (2009) 438 

σ <~ 50ps target 

To include T0, clock 
distrib, timebase ctrl 

NOTE: this is single-
photon timing, not 
event start-time “T0” 

σT0 = 25ps 

46 



iTOP Trigger Requirements 

• Few ns time resolution triggering 

120° 90° 
40° 

e- e+ 

Single-track performance 
 
2-4ns resolution desired for  
SVD timing match 

X. Gao et al., IEEE (NSS/MIC) 
proceedings, 2010, pp  630-635. 
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carrier 

SCROD 

carrier 

carrier 

carrier 

UT3 

HSLB 

FTSW 

calibration 
fanout 

LVPS 

HVPS 

remote sense 
/ patch point 

iTOP system electrical/data interconnects 
(per boardstack (64)) 

: channel(s) of shared resource 
 
: individual per boardstack 

4 pair 

4 pair 

1 fiber pair 

1 coax 

3 pair 

3 pair 

8 coax 

1 fiber pair 

3 pair 



Front Board and Pogo Pins 

500 ps/div   5 mV/div   BW 4 GHz 

PMT 

Pin receptacle 

Front board 

1-pe signals through 
front board & pogo pins 
look excellent 

• Rev “A-1” functionally identical to original 
pogo pin front boards 

• Two capacitors moved to reduce risk when 
installing boardstack 

• Layer/lamination changes to improve blind 
hole manufacturability 

• POGO PINS: Received ~all fullly assembled 
low force pogo pin/carriers from Mill-Max 
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Production HV Board ready to pot Potted HVB, in pogo pin soldering fixture 

• Functionally identical to C.R.T. prototype board – proven design 
• Minor mechanical changes to bracket  
• More vent holes in board to improve potting 
• Pogo pins located by fixture, floating w.r.t. board edge 

Production HV Boards 
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Timing versus Event statistics 
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2.5 min. 
@ 800 Hz 
9% occup. 

~5 min. 
@ 800 Hz 
9% occup. 

Photo-electron sample <= ~10% (<= ~1% doubles) 



At 2.8 Gsa/s, nothing running that fast 

•   

∆t1 ∆t2 ∆t3 ∆t4 ∆t5 

• Inverter chain has transistor 
variations  
→ ∆ti between samples differ 
→ “Fixed pattern aperture jitter” 
 

• “Differential temporal nonlinearity”  
TDi= ∆ti – ∆tnominal 
 

• “Integral temporal nonlinearity” 
TIi = Σ∆ti – i⋅∆tnominal 
 

• “Random aperture jitter” = variation 
of ∆ti between measurements 

TD1 TI5 
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Calibration/processing steps 
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1. Pedestal subtract 
2. Correct Amplitude dependence 
3. Run dT Minimizer, obtain results 
4. Apply dT values 
 All binned, so easily implemented at Look-up 

tables on the SCROD FPGA 

(it should be noted that many alternative techniques have been 
explored that give moderately better performance, but today focuses 
on algorithms that are easy to implement, robust against operating 
gain and computationally inexpensive) 



1. Ped subtract & 50% CFD algorithm 
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Default samples are ~ 0.37ns/point  
Determine timing 
from interpolation 

Before pedestal 
subtraction Measure 

peak to 
determine 
50% 
threshold 



Clock Alignment Relative to Trigger  
• Final Belle-II system: 

– The distributed clock is derived from accelerator clock  waveforms 
are already synchronized to bunch crossings. 

• Bench/cosmic/beam test systems: 
– Triggers are random relative to distributed clock  we need a way to 

align waveforms to a global timebase. 
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tglobal 

tlocal,1 

tglobal 

tlocal,2 

Sampling clock 

Waveform feature of interest (event 1) 

Trigger (event 1) 

Waveform feature of interest (event 2) 

Trigger (event 2) 

 Two events with same time relative to trigger (tglobal) have different timing within a 
waveform (tlocal). 



Beam Test Laser Runs 
• Laser fired randomly with respect to FTSW clock… 

– …but at a fixed time relative to the global trigger. 
– Example 1: 

PiLas TrigIn 

PiLas Fires 

… 

System Trigger (CAMAC TDC start) 

21 MHz FTSW Trigger Issued (CAMAC TDC stop) 

thit 

tFTSW 

Smaller thit  larger tFTSW 
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Beam Test Laser Runs 
• Laser fired randomly with respect to FTSW clock… 

– …but at a fixed time relative to the global trigger. 
– Example 2: 

PiLas TrigIn 

PiLas Fires 

… 

System Trigger (CAMAC TDC start) 

21 MHz FTSW Trigger Issued (CAMAC TDC stop) 

thit 

tFTSW 

Larger thit  smaller tFTSW 
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1. After simple 50% CFD algorithm 

58 IRSX 50% CFD Time [ns] 

Wrap to SSTin  
(KEKB clock) period 
Fit and plot residuals 



1. After simple 50% CFD algorithm 
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No corrections 
applied 
 
TDC assumed 
exactly 25ps/lsb 
 
TDC INL not 
considered 



2. Voltage dependence 
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2. Voltage (binned) correction 
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2. Amplitude Dependence corrected 
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2. Improved Residual 
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2. TDC resolution residual (pre-dT cal) 
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These are the famous 
“dT” values to be 
calibrated 



3. After dT Minimizer 
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Compare with previous 
slide – timebase uniform 
and absolute calibrated 



4. Amplitude Dependence narrower 
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Use SSTin period 
constraint to calibrate 
absolute timebase 

(CF previous amplitude-dependence slide) 



4. Resulting Residual 
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Use SSTin period 
constraint to calibrate 
absolute timebase 

~31ps TDC+phase 
 
SL-10 TTS ~35ps 
 
IRSX electronics: 

~33ps 



Implementation 
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1. Pedestal subtract (32k fixed offsets) 
2. Correct Amplitude dependence (256 Vofs bins) 
3. Run dT Minimizer, obtain results (256 dT bins) 
4. Apply Vofs, dT values (simple arithmetic) 
 All binned, so easily implemented at Look-up 

tables on the SCROD FPGA 

(again, it should be noted that many alternative techniques have 
been explored that give moderately better performance, and some 
are not necessarily that much more overhead to implement – still 
room here to improve) 



iTOP Requirement:  
single photon timing 

• Record single photon timing with MCP-PMT + 
system timing limited resolution 

σ ~ 38.4ps σ < 10ps 
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Electronics 
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TOP Firmware (the simplified view) 

Carrier Firmware 
(Zynq ‘030) 

Carrier Firmware 
(Zynq ‘030) 

Carrier Firmware 
(Zynq ‘030) 

Carrier Firmware 
(Zynq ‘030) 

Processing  
System (PS) 

DDR3 (Calibration Constants) 

Feature 
Extraction 

FTSW Receiver 
(b2tt) 

Output 
Buffer 

Channel Trigger 
Time Stamping 

DDR3 Error 
Checking 

SFP 
(to UT3) 

SFP 
(to HSLB) 

Streaming Data 
Out 

System clock, ASIC clock, system trigger 

Channel 
Trigger Sorter 

SCROD Firmware (Zynq ‘045) 
 Programmable Logic (PL) 

RJ45 

Output Trigger 
Streaming 

SCROD Register 
Control 

Carrier Register 
Routing 

Register 
Control 

Waveform 
Data RX 

b2link 
Layer 

Aux. Device 
Interfaces 

Carrier Register 
Control 

4x ASIC Control and 
Data Collection 

Waveform 
Data TX 

Aux. Device 
Interfaces 

Input 
Buffer 

PGP Link 

Stability Monitoring 

: denotes a SerDes link 
: denotes a PGP link 
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